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Abstract tions But given that such accounts employ gram-
mars which licensetrings of wordsa direct ac-
The occurrence of split utterances (SUs)  count for SUs is prevented, as the reference and
in dialogue raises many puzzles for gram-  pinding of indexical speaker/addressee pronouns

mar formalisms, from formal to pragmatic  changes as the speaker transition occurs:
and even philosophical issues. This paper

presents an account of some of the formal
details that grammars need to incorporate
in order to accommodate them. Usibg- (2) A:lheard ashout. Did you

namic SyntaXDS), we illustrate how by B: Burn myself? No, luckily.

incorporating essential interaction withthe A grammar must rule out the sentendi you
context into the grammar itself, we can  burn myself?as ungrammatical if spoken by one
deal with speaker change in SUs: notonly  single speaker, but allow it as grammatical if the

(1) A: Did you give me back
B: your penknife? It's on the table.

its effects on indexicalsandyou, but also identity of the speaker changes as in (2) — this will
the multiple illocutionary forces that can be hard for a string-based account. In §iduand
arise. We also introduce plit Turn Tak- your must be able to take different referents due
ing Puzzle(STTP) showing that the cur-  to the speaker change between them. In contrast,
rent speaker and the agent of the resulting  as DS defines grammatical constraints in terms of
speech act are not necessarily the same.  the incremental construction of semantic content

(rather than through licensing strings via an inde-
pendent layer of syntax over strings), we show that

Split utterances (SUs) — utterances split acros§Uch examples are not problematic given an inde-
more than one speaker or dialogue Contributiorpendenﬂy motivated definition of the lexical en-

— are common in spontaneous conversation an#ies for indexicals.

provide an important source of data that can be SUs can also perform diverse dialogue func-
used to test the adequacy of |inguistic theorieéions, with the speech acts associated with the in-
(Purver et al., 2009). Previous work has sugdividual speakers’ contributions often being dif-

gested that Dynamic Syntax (DS) (Kempson et al.ferent — see (Purver et al., 2009). In (1)-(2),

2001) is well placed to analyse these phenomenB's continuations seem to function as clarifica-

as it is strictly Word-by-word incremental, allow- tions of As intended queries. Others have pointed
ing an account of speaker changes at any poirﬂut that continuations can function as e.g. ad-
(Purver et al., 2006) and interruptive phenomenduncts (Ferandez and Ginzburg, 2002) or clari-

such as mid-sentence clarification sequences (Gdffcation requests (Purver et al., 2003); and Poe-
gett et al., 2009). However, other less incremensio and Rieser (2010) show how a completion (in
tal grammar formalisms have also been applied téheir terms) can get its function in the dialogue (in

particular kinds of SUs: Poesio and Rieser (2010}heir case, to act as a collaborative contribution to

use LTAG! in an analysis otollaborative comple- @ plan). A full account of SUs therefore requires
some representation of such dialogue function in-

Unlike DS, LTAG must be supplemented by a parsing PR . .
and/or generation model (a set of defeasible inference rulegormatlon in the model of context that guides dia-

for Poesio and Rieser) to derive the incrementality required.logue interpretation and production.

1 Introduction



DS, however, currently incorporates no notion “John artived” &, 7Ty(t)

of illocutionary force or dialogue act type, as it is

assumed that derivation of such information is not®)

linguistically determined. In the case of SUs, it F;)T(?j/(o‘?n) /\iya(frze?x)
has been assumed that grammavitself provides  ppplication of lexical actions is interspersed with
adequate means of continuing/taking over someme execution of computational rules which pro-
body else’s utterance, and that this doesmeaies-  yide the predictive element in the parse and pro-
sarily involve strategic reflection or fully-formed yige the compositional combinatorics. For exam-
intentions as to what function the utterance shoulghje  eventual type deduction and function appli-
perform: this provides the possibility for speakerscation is achieved by means of the ruleEim-

to ‘blurt out’ utterances without necessarily havingination (5). This derives the value of a mother
any specific plans/intentions in mind, and for hearngge’s semantic typdy and contentfo from
ers to respond without reflection as to the speakergyat of its daughters, in (4) providing the values

plan. But, as pointed outin (Kemps_on et aI_., 2007iy(t), Fo(arrived(john)) at the top node:
Gargett et al., 2009), this is not an in-principle ob-

jection to the specification of speech act informa-
tion as part of the representation derived by the
parse of an utterance, as DS provides mechanisnﬁ(g)
for allowing the inclusion of optional inferred in-
formation. We present here an extension to DS
which allows it to include such information explic-
itly and draw the distinctions relevant for SUs. o , _
We also show how this extension is motivated Grammaticality is then defined in terms of a re-
by the resolution of thé&plit Turn Taking Puzzle sglting_ complete .(requirement-fre_e) tree. Gener-
(STTP). This is a version of Ginzburg (1997)'s ation is deflneo_l in ter_ms of parsing, and there-
Turn Taking Puzzle applied to SUs, where it ap_fore also. functlppg with partial trees, uses the
pears that distinct empirical results are obtained3aMe action d_eflnltlons, apd has the same context-
given a SU split between two people, the possibléjepenQence, incrementality and predictivity.
interpretations of a subsequent “Why?” depend DS IS thus wel!—plgced tq account for SL_JS:
not on the most recent speaker, but on who can b%qual incrementality in par_smg and generan_on,
taken as the agent of the speech act performed and the use of the same partial tree representations,

which may be distinct from the notion of ‘speaker’ allows .the successful processing of “ir_wterruptive”
tracked by indexical pronouns likeandmy. SUs with speaker changes 'aF any pomt._gkral
trees(planned messages driving generation) may

2 Combining Dynamic Syntax with TTR also be partial, utterances may be produced be-
) fore a total propositional message has been con-
2.1 Dynamic Syntax (DS) structed, and completions may be analysed with-
DS combines word-by-word incrementality with out necessarily involving “guessing”. The parser-
context-dependent, goal-directed parsing defineturned-producer has just to access a word that
over partial trees. Importantly, these trees are seseems to them an appropriate completion, with-
mantic objects, rather than reflecting syntax orutnecessarilconsidering whether it matches the
word order. Parsing in DS relies on the execuprevious speaker’s intention.
tion of licensedactions as incorporated in lexical DS doesn't incorporate a notion of dialogue act
entries (as in (3) below); such actions resolve outtype (in contrast to e.g. Ginzburg et al. (2003)) as
standing requirements (her&['y(e)) to decorate itis assumed that the linguistically provided infor-
the tree with information about semantic typg  mation is highly underspecified, namely just an in-

Elimination:

"Ty(Ty),

Lo (Ty(T»), Fo(w))

b (Ty(T2 — Th), Fo(B))
THEN put (T'y(11))

put (Fo(B(a)))
ELSE abort

and content (formulay’o: dication of sentence mood as declarative, interrog-
john: ative, imperativé. However, as the DS formalism

IF ?Ty(e) 2Such specifications are currently encoded as features

(3) THEN put (Ty(e)) translatable into use-neutral procedural instructions, unless

put (Fo(john’)) there are “grammaticised” associations between moods and

speech acts, an empirical issue to be decided on a language-
ELSE abort by-language basis.



is designed to interact with context incrementally(z) “°hparved
at any point, the possibility of deriving speech act oy, | © john
; ; iotas i YL b arrive(z)
information from context exists; although the in

terface to enable this must be specified. For this

T — 1),
reason, we now turn to TTR, a transparent rep- Ty(e), yle =)
resentation format allowing the specification and [ @+ john ] Aaze]. { p ¢ arrive(z) }

interaction of multiple types of information. . o . .
Pe P Function application and type deduction will now

2.2 Type Theory with Records (TTR) apply under a suitably modified rule of the DS

TTR has already been used in dialogue mode”inéiliminationprocess; see (9) below.

_(Cooper and Ginzburg, 2002; Ginzburg, forthcom-3 Utterance Events
ing). Tokensecordg and typesrecord typeyare
treated uniformly as structured representations An account of SUs must explain how indexi-
sequences dhbel : type pair fields— with the re-  cal pronouns can assume distinct values around
sult that their interaction can be modelled in a sin@ change of speaker (and addressee). We
gle system, as required when dealing with metatherefore require some record of the utterance
communicative uses of language such as ‘repair'event/situation which includes information about
constructions or grounding. speaker/addressee identity. Note that the availabil-
Here, the attraction of TTR is that it allows the ity of utterance events to the semantics is inde-
stratification of multiple types of information, us- pendently motivated by e.g. event reference via
ing distinct field labels. The device oependent anaphora (‘what do you mean byat?”) (see also
typesallows linking of information between fields, Poesio and Rieser 2010).
as types can depend on types occurring earlier in We assume that utterance events should at min-
the record (higher up in the graphical representatmum record participant information and who is
tion). This allows us to separate contextual in-uttering which particular word(-string). We there-
formation (e.g. information about conversationalfore introduce a partition within the TTR represen-
events, including speaker, addressee, time, locdation of content, with utterance event information
tion etc.) from the semantic content directly de-held in acontext(or ctxt) field, and linguistically
rived from the linguistic string, but allow inter- derived semantic content in @ntent(or cont)
action between the two; this is what we need foffield. Thectxt field is itself structured, contain-
phenomena like resolution of ellipsis or assigninging the required information about utterance event,
values to indexicals and anaphoric elements. speaker and addressee; we assume this is available

) ) directly from the real-time context of utterante:
2.2.1 UsingTTRIinDS

TTR has not, however, been defined in an incre- a : participantA
mental mannet. Here, then, we use TTR repre- b : participantB
sentations within the DS vocabulary of trees and8) | u : utt —event
actions, replacing the unstructured content of the ss ¢ spkr(u,a)
Fo() labels with TTR record types, and interpret- Sq + addr(u,b)

ing T'y() simple type labels (and requirements) a$1n a fuller treatment, this utterance context in-

refer.n.ng tof.mal TTR field type. Compare the formation should also include further information
modified lexical entry and eventual tree represen-

tation below with the ones displayed in (3)-(4): f#ecsheisegnfiro;rl:]tglzircailglce’ world etc, but we omit
john: i

) The DSEliminationprocess must now perform
IF "Ty(e) beta-reduction (as before) for thent field, and
(6) THEN put (Ty(e)), TTR extension (i.e. concatenation (Cooper, 1998),
put ([ = : john ) shown here as) for the ctzt field, as shown in
ELSE  abort (9), (10). Parsing a two-word utterandehn ar-
rivedspoken by one speaker, A, will therefore now
merway to introduce incrementality in the TTR result in a representation as in Fig 1.

model via the subtyping relation (White (in prep); Meyer-  “This is a simplification, of course: determination of ad-
Viol (in prep)). Here we pursue a more conservative strategydressee is not trivial — see (Goffman, 1981) amongst others.



|

Figure 1:Tree structure derived frodohn arrivedspoken by a single speaketdrticipant A

[ a : participantA
uo : utt — event
ctxt : | sso : spkr(uo,a)
O, Ty(t), w1 : utt — event
| ss1 @ spkr(ui,a)
x : john
cont: .
| p @ arrive(z)
/_/\
Ty(e), ) Ty(e — 1),
ctat -+ | WO utt — event ctat -+ | W utt — event
: ss0 @ spkr(uo,a) ] : ss1 ¢ spkr(ui,a)
cont: | x : john | cont: Nz].[ p : arrive(z) ]
::T:"mi”a“,‘?’:rr“ ) (2) now becomes almost trivial. While a syntactic
"Ty(T1), ctat : account would have trouble explaining hawy-
Yo (Ty(T2), [ cont: a }) self can be co-referential with its antecedgot
©) b (Ty(Ts — TY), { ctxt ¢z | there is no such problem here: wsu uttered by
cont: A and myselfuttered by B annotate the trees with
ctxt : c1 B c2 . . . .
THEN put (Ty(T1), { cont: Bla) | co-referential semantic variables. The lexical en-
ELSE abort tries for reflexives such anyselfmust check for a
suitably co-referential subject elsewhere in the tree
ctxt : c1 @ c2 . .
O, Ty(D), e (via the co-argument constraifgT1.lo Fo(x)),
conti |y () } and here, this will be available:

(10) /\ (13) myself
Ty(e — t), IF ?Ty(e), [ ctat

Yy : [ ss:spkr(u,x) | ],

ctat ng,(E) ctat : a e ToT1edo Fo(x)
cont: [z : e | cont: N[z : e ][ v (@) } THEN put (T'y(e)), put (Fo(x))
ELSE abort

3.1 Indexical Pronouns
Importantly, the definitions of TTR mean that se-4 Speech acts
manticcont information can depend on values in pryer et al. (2009) show that SUs are often

the earlierctxt context field (although not vice straightforward in speech act terms: some-

versa). Given this, an explanation of the referqg they continue/complete the original speech
ence ofl and you becomes expressible. First- act; sometimes they perform a new one, clari-

person pronouns are defined to take their Sema”ti“?/ing/confirming a suggested completion; some-
value from the value of the speaker information ingmes they are ambiguous and/or multifunctional.
ctrt; second-person pronouns from the addresseg order to express these important differences,
(x andu are rule-level variables binding terms on ;e need the ability to represent and reason about
the nodes where the rules apply). speech act information (see e.g. (Ginzburg et al.,

ay) I: 2003; Asher and Lascarides, 2003)).

IF Ty(e), [ ctat : [ ss: spkr(u,x) | | Importantly, we would like any inferences about
THEN put (T'y(e)), put (Fo(x)) speech acts to heptional A parser should enable
ELSE abort these inferences when the appropriate function of
12) You® the turn is at issue (e.g. in cases of ‘repair’), but
(12) OU?Ty(e) ctat [ s - addr(ux) | | (e Should not have to be derived for inellgbil
THEN but (Tg;(e)) pu.t (FO“()’()) ’ ity or the determination of grammaticality. They
ELSE abort ’ should also be derivable retrospectively: as a re-

sult of an interlocutor’s feedback, one can assign

As grammatical constraints in DS are phrased particular force (even to one’s own contribution)
in terms of semantic features (rather than syntacthat had not occurred to them beforehand.

tic features), the grammaticality of examples like Any computational rules that introduce such in-

A | ¢ of act b red 1 ferences must therefore be available in the gram-
more complex set of actions may be required to ac- . -

count for the fact thayoumay be singular or plural in refer- mar bu_t _optlonal (ex_cept Where th(_e asso_C|at|on of
ence, may include the hearer or not and may be generic. ~ a specific construction with a particular interpre-



tation has been grammaticised); and the resultion p and speaked, allowing one to infer the ex-
ing representations should be kept distinct frontra contenussert(a, p):
those derived directly from the parsing of linguis-

ticinput. DS already provides a mechanism WhiCh(15) . .

. . a : participantA
suits these requirements: the usa.pik ed trees ctet + | wo : utt — event ]
(trees which share some semantic variable), as inTn(0), Ty(), 80 spkr(uo, a)
the analysis of non-sentential fragments (Gargett cont: | © ¢ dohn ]

p : arrive(x)

et al., 2009) and relative clauses (Kempson et al.,
2001). This device ofINK ed trees expresses the

cognitive reality of distinguished local domains as [ ITygi)hn ] NE [Tg(? ;:Z_);e(x) ]
evinced by standard syntactic tests, e.g. island- ' o
constraints and binding restrictions (see e.g. (Gre- a : participantA
goromichelaki, 2006)). As TTR currently does not chrti | o ?ﬁi&ifeg }
provide the means for such syntax-semantics in- (£)77(0); v john

terface restrictions we retain the notion.ofik ed conti | p : arrive(z) }

trees here. inf : | p' : assert(uo,a,p) ]

As speech act information can be highly under-4.1 SUs and speech acts

specified and context-dependent, we do not Wisrﬂ;iven this, we can outline an account of SUs in
to assume here either a fixed range of speech a
or a fixed set of inferences from linguistic form
to speech act type. We therefore take the rule
introducing such information to be of the form
sketched in (14). When applied, this rule will in-
troduce a newINK ed tree and provide BEo value
A(V,U,F(p)) whereA is a metavariable rang-
ing over speech act specifications the agent re-
sponsible for the speech a&f, an utterance event ; i ) i
(or sequence of events), aBdsome function over in which B is (co-)querying whether John arrived,;

the semantic content of the utterange §nd x and one in which B is clarifying As original

are rule-level variables binding terms on the node§peeCh act, 1€, B is asking Whethe_r A was asking
where the rules apply: that John arrived. The tree resulting from pars-

ing (or producing) this SU will be similar to the
IF Ty(x), Fo(p) one in Fig 1 above, except that, due to the speaker
THEN nake(L), go(L) change, the second utterance evenis shown as
put (A(U, V., F(p))) spoken by B (see the unboxed part of Fig 2).

ELSE abort Applications of computational rules as in (14)

In order to distinguish content that is derived di-above allow us to infer the speech act information
rectly on the basis of linguistically provided infor- corresponding to the two possible readings, deriv-
mation and content derived on the basis of sucling Linked sub-trees which indicate speech acts
inferences we introduce a partition in the TTR rep-performed by whichever participant is taken as the
resentation: we take theontfield to indicate the agent. One possible rule would derive the simple
(linguistically-derived) truth conditional content “co-querying” reading (based on the interrogative
and introduce amnf field for the speech act con- intonation and the identity of the final speaker B)
tent derived by means of such rules (this roughlyadding the speech act proposition that B is asking
corresponds to thexplicaturéhigh level explica- whether John arrived — see the upper box in Fig
ture distinction in Relevance Theory). So, for il- 2. An alternative rule would derive the “clarifica-
lustration, a suitable (optional) rule for assertionstional” reading shown in the lower box. Of course,
might perhaps apply t@"y(t) trees with proposi- other inferences may also be possible.

ich the same linguistic input can be construed
as performing different possible speech acts (per-
ﬁaps simultaneously). Consider the simple (and
constructed) example in (16):
(16) A:John...

B: arrived?

There are (at least) two possible readings of the re-
sulting collaboratively produced contribution: one

(14)

The nature of will depend on speech act type; for an "If such inferences become grammaticised, i.e. a particu-
assertion, it may simply be the identity operator; for irony, lar construction is associated with a particular act (elayi-
negation (see e.g. Asher and Lascarides (2003) for sugge§ication), only one rule may be available. This is an empirical
tions on how speech act type may relate to semantics). issue which we set aside here, but see (Ginzburg, forthcom-

ing).



uo : utt-event
so : spkr(uo,a)
up : utt-event

[ [ a : participantA T T (L)T'n(0), S1 :‘spkr(ul,b)
b : participantB cont: | T° johﬂ
| wo o outt — event p : arrive(z)
ctat ss0 : spkr(ug,a) inf : | 9 : ask(b,u1,p) |

Tn(0), Ty(t)

up . utt — event
| ss1 @ spkr(ui,b)
T : john

cont : .
L | p : arrive(z) |
/\
Ty(e), Ty(e = 1),
uo : utt — event up : utt — event
ctot : sso : spkr(uo,a) } cxt : [ ss1 ¢ spkr(ui,b) }
cont: | x : john | cont: Nz].[ p : arrive(z) ]
ug - |utt-event
ctat a : spkr(uo,a)
uy : utt-event
(L)Tn(0), b spkr(ui,b)
T : john
cont p : arrive(zx)
inf : [ p' ¢ ask(b,u1,?ask(a,uo,p)) |

Figure 2:SU-derived tree

Note that Fig 1 and Fig 2 display representa{(18) Daughter: Oh here dad, a good way to get
tions of the final state that a parser might be in after  those corners out
B’s contribution; from an incremental processing Dad: is to stick yer finger inside.
point of view, we are also interested in the state at  Daughter: well, that's one way.
the transition point (the change in speaker). With- [from (Lerner, 1991)]

out considering any speech act inference, the treg ,-h continuations can be completely the oppo-
at this transition point will be as follows: site of what the original speaker might have in-
17) Tn(0), 7Ty 1) tfanded as in yvhat we will .caII “hostilg continua-

tions” or “devious suggestions” — which are nev-
ertheless collaboratively constructed from a syn-
tactic point of view:

(19) (A and B arguing:)
A: In fact what this shows is
This tree is partial (i.e. incomplete, having as yet ~ B: that you are an idiot
unsatisfied requirements), but in itself is enough(20) (A mother, B son)
for B to begin generating — provided that they have  A: This afternoon first you'll do your
some suitable message in mind (encodedgsah homework, then wash the dishes and then
treein DS) which is subsumed by this partial tree. B: you'll give me£107?

There is no requirement for B (or indeed A) 10 e a suitable model of the domain at hand, B,
complete this tree, or perform any inference abo%ometimes, will presumably be able to determine

speech acts, in order to begin generation (Or, ifhe content of A's intended speech act and rep-

As case, parsing). In cases where B's continUyeqant it as such, i.e., as a speech act emanating

ation matches what the original speaker A could o\ A in their goal tree (see e.g. Poesio and

have intended to convey, the appearance woulghager (2010)). We take this not to be an essen-

be one of “guessing”, even though B has not pergi,| nrocess for the production of SUs, although it

formed any kind of inference regarding A's SpeeChcouId be necessary in cases where B's next move

act. In fact, as (18) shows, completions of anothefg gpecifically intended as a confirmation request

speaker’s utterance by no means need to be whfgr such a representation
the original speaker actually had in mind:

Ty(e),
[ ctxt : [ uo : utt — event } ] Tyle — 1), O

sso @ spkr(uo,a)

cont: | x : john ]



4.1.1 The Split Turn-Taking Puzzle this act. In terms of (Goffman, 1981)’s distinctions

Ginzburg (1997) describes a Turn-Taking Puzzledmong “speaker’-roles, the relevant agent is the
(TTP), which, he argues, shows that options for e|_‘Pr|n_C|paI’. ThIS can be evident in cases of SUs in
lipsis resolution are distinct for speaker and hearefmulti-party dialogue. Now the utterer of a comple-

This is illustrated by means efhy-fragments: tion (thefinal “speaker” in the general sense dis-
cussed so far, and as indexed by pronounsrtile

can felicitously ask elliptical why.:, questions of
theoriginal speaker (we will call this phenomenon
the STTP, or Split Turn-Taking Puzzle):

(24) A to C: Have you finished sharpening ...
B to C/A: my loppers? B to A: Why?
(a) ='Why own a parakeet? (g) =‘Why are you asking C Whet,her she has
(b)#“Why am | asking this? finished sharpening my loppers?
A to B: Because | want her to sharpen my
(23) A: Which members of our team own a secateurs too.
parakeet? Why am | asking this question?

(21) A: Which members of our team own a
parakeet?
B: Why? (='Why are you asking which
members of our team own a parakegt?’

(22) A: Which members of our team own a
parakeet? Why?

We can explain B'svhy-fragment interpretation in
According to Ginzburg, the reading in whigthy  (24a) if we assume that although B’s fragment
queries the intended speech act (@®,,.., read-  loppers?completes A's question, B does not nec-
ing) is available when asked by B (21) but un-essarily assume responsibility for the performance
available when asked by the original speaker Aof the speech act. That is, A must be taken as the
(22). However, this is not simply due to coher- agent of the querying speech act even though there
ence or plausibility, as it is available in (23) whenis a sequence of utterance events which A and B
expressed by non-elliptical means. Its unavailabilhave performed severally. The availability of the

ity must therefore be related to the way context isyhy,,.,, reading then follows, even though appar-
structured differentially for speaker and hearer. ently in contrast to (22b).

Our explanation of this puzzle takes the |n some cases, then, even though the turn is
Whyineto interpretation as querying the inten- collaboratively constructed, the original speaker
tion/plar? behind the original speaker's speechmaintains the authority or responsibility for the
act? Since ellipsis resolution requires the poten-turn even though it was completed by somebody
tial for immediate accessibility of a salient rep- else. In other cases, see e.g. the hostile com-
resentation, the infelicity of (22b) shows that thepletions (19) and devious suggestions (20), this
speaker’s own intention behind their speech act iss not the case: the eventual content derived has
in general, not salient enough for them to questiono be taken as solely attributable to the second
it throughwhy-ellipsis'® (in Ginzburg's formula-  speaker. Notice however that in all cases (except
tion such a fact does not belong in therPICAL  those of direct quotation), the content of index-
FACTsfield; however, this fact obtaining is notim- jcals like my and you tracks directly the actual
possible, as (23) shows). Under this explanationspeaker/addressee, irrespective of who is taking
the TTP then reveals which agent takes responsfesponsibility for the content (or speech act per-
bility for performing the relevant speech act, andformance). Even in helping out somebody to finish
hence can be queried about their intentions behingheir sentence such indexicals will track the actual

8Note that this approach does not necessitate that speeé‘H:terer/“Stener:
act and therefore intention information is availabrRiORt0 i ; ; - Ci
the processing of th&hy-question: instead, seeking to inter- (25) Child (playing with toy garden tools): Give
pret such questions can be the trigger for optional (speech-act M€ My ...
inducing) rules to apply. Hence, this approach is perfectly Mum: your secateurs. Here they are, in fact
compatible with the general view on intentions as post-facto
constructs (see e.g. Suchman (2007)) and the fact that con- these are loppers.
versational participants negotiate the content of speech ac®6) A: Next cut it with your ...
with such assignments able to emerge retrospectively. B: my loppers. No, this we cut with the
®As (Ginzburg, forthcoming) notes, recognition of this in- ) ) ’
tention isnot necessary for grounding. secateurs.

10 o ’ o

However, itis not impossible: "In fact, the specification of the why-fragment as

(i)  A:Piss off. Why? Probably because | hate your guts. why,,..:, can be taken to trigger the inference that A is solely
responsible for the query as B dissociates himself from it.



This provides evidence for the dissociation ofR. Ferrandez and J. Ginzburg. 2002. Non-sentential
speech act performance and performance of the utterances: A corpus-based studjraitement Au-
utterance event: these are two distinct actions omatique des Langued3(2).

whose agent might coincide but not necessarily sé. Gargett, E. Gregoromichelaki, R. Kempson,
(these two roles roughly Correspond to Goffman M. PLIrVer3 and- Y. Sato. 2009 Gramm-a.r resources
(1981)’s ‘Author/Principal’ and ‘Animator’). Most ';8&;“;?5:22% g;g?fyfsgg.\am|caIIy:ogn|t|ve Neu-
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